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GENERAL MOTORS CORPORATION

The World’s Largest Industrial Group
Facts & Figures - Calendar Year 2004

Revenues

Employees

Vehicles

Market Share Worldwide

Net Income

193 billion US $
325.000

9.1 mio Units
14.5 %

3,7 billion US $




General Motors Powertrain - Austria
Facts & Figures Calendar Year 2004

Revenues
Employees

Production

Investment cum.

Export Earnings cum.

700 mio €
2.050

405.000 engines
630.000 transmissions

2,1 billion €
15 billion €




General Motors Powertrain - Austria
Products

Engines
TWINPORT Ecotec

Transmissions

6 - Speed

Capacity 621.000 800.000 585.000
start of
production
April 04




Escalation =

Business Process
which will be activated
when an incidence (problem) is not solved
In a pre-defined and agreed timeframe

Management =

Design, Communication and Measurement of
Business Processes




—> Topics:
 Escalation Management Process

e Measurements / Monitoring
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Agenda
Existing IT problem handling-processes

Improvement on the existing IT Problem handling-
processes

Existing I'T monitoring tools

Defining requirements for new monitoring tool
Meeting the requirements with NAGIOS
Background of Open Source

Questions and Answers




On a Monday morning the Microsoft Exchange
server has a CPU utilization of 95% due to a virus
Infection. The business impact is that 80% of all
users can not read their emails.




Because there Is no monitoring tool, a user Is the
first to notice the outage, when he can not connect
his Outlook client to the Exchange server.
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This user calls a friend in another department and
asks him if he has the same problem. When the
friend confirms, both call the Exchange server
administrator.
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The administrator now starts to fix the Exchange
server and both users tell their colleagues about
the problem and that they should utilize the
telephone instead of email for communication.

-
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If the problem is fixed (the administrator downloads
the newest Anti-Virus patterns from the Internet and
cleans the virus from the Exchange server) the users
will be informed by the administrator that they can use
Outlook again via group-voice-mail functionality of
the PBX.
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Or: If after a couple of hours the Exchange server
administrator fails to clean the server of the virus and
the problem still exists the users will ask their
supervisors and managers to call the CIO, who Is the
supervisor of the Exchange server administrator, and
tell him very angrily that the problem must be fixed

Immediately. Qrg )
¥’ \f)‘

.

Management
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An embarrassing problem would be if the CIO was not
Informed about the Exchange server problem because
he was In meetings all morning.
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* Problems must be grouped in severity levels,
dependent on their business Impact.

e A system must determine the outage by
comparing parameters with defined thresholds.

e Groups of employees — stakeholders —, who

need the same Information at the same time
must be defined.
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A communication method including the format
of the information must be defined.

It must be defined who Is to be informed at what
time — Information Flow.

Escalation in the hierarchy must be defined.

A business contingency process must be defined.
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I'T supplier utilizes state-of-the-art tools for
monitoring.

Customer gets only a subset of the information from
these tools.

Form of reports are dictated by IT supplier, changes
are difficult.

19



Measurement of services (SLAS) Is done by the
supplier, who also delivers the service.

20



Company
Getting the IT Service

IT department of the Company

View from the

supplier's Monitoring
Company, System for the
View MPLS - Cloud,

provided by the
supplier

Supplier
Providing
the IT

Supplier

Service View

Company: Company:

£ —— Point B

=Y =V =V = =V -V-V-V=N V=V =Y =N\ —

(=Y a—VaYaYaYaYaYaYaYaYauYaYaY
Py

Data from Monitoring System for
MPLS Cloud the MPLS Cloud

MPLS Cloud

VPN - Service

Defined by SLA



Company
Getting the IT Service

IT department

of the Company

m—m

System for the
MPLS - Cloud,

supplier independent
information
J

provided by the
supplier

View from the

supplier's Monitoring
View from the Company, System for the
Nagios Monitoring View MPLS - Cloud,

Company:

Point A

Supplier
Providing
the IT
Service

Data from
MPLS Cloud

Supplier
View

Company:

Monitoring System for
the MPLS Cloud

MPLS Cloud

VPN - Service

Defined by SLA




9 magios - Mozilla Firefox =10 x|

File Edit Mew Go Bookmarks Tools  Help Q
- o

<$ - @ T“/;\[ |ﬂ hittps: fiFaiim . Fgpwt g, comynagios) Jj @ Go ||GL

ﬂ alM (8 Heise Security (7 Heise !E LEC Standard GM Sites IT Misc Linwgwochen 2005 [... 4 Luftbad 5,

Current Network Status Host Status Totals Service Status Totals

Laszt Updated: Tue Mar 22 1725833 CET 2005
Updated every B0 seconds
MaiosE - vy Nagios.org 23z | O o 4 580 1 0 - 0

H Logoed in as wrebhoy

Yiewy Service Status Detail For Al Host Groups o T

Yiewy Host Status Detail For &1 Host Groups 6 536
Siewy Status Owerviesy For Al Host Groups

® Tactical Dverview Wiy Status Grid For All Host Groups

* Service Detail

® Host Detail Status Summary For All Host
% Status Summary

% LAN M20/32 View Groups

® Service Problems
% Host Problems
% Network Outages

* Comments !L.&.N Campus Routers (lan-campusrouters) | 2P | 2 0k
& .
Downtime LAN FGP Office Access Switches (|an-fop-office-access-switches) 54 P 54 0K
™~
Process Info LA FGP Office Access-Poirts (lan-fgp-office-accesspoints) | 1P | 1 0K
* Performance Info I
* Scheduling Queue LAM FGP Office Core Switches (lan-fgp-office-core-switches)) 12 1P 12 Ok
q 2R 120k
HEI]DFtiI'Il] !L.&.N 20 Accezs Switches (lan-m20-access-switches) | 25 1P | 45 Ok
% Trends LAMN W20 Core Switches (lan-m20-core-switches 2LUF 20 Ok
. nvailﬂt-.i“w |L.E-.N m20 Fouting Engines (lan-m20-router) | G LIP | (=034
% Alert History | — e
¢ Alert Summary LA M20 wlL AR Access Points (lan-mz0-wian-ap) 5 Lp 5 0K
% Notifications
% Event Log !L.&.N MEC Access Switches (lan-nsc-access-switches) | 2P | 20k
- LAMN MSC Core Switches (lan-nsc-core-switches) 2P 20k
Configuration = —
H 23 LIP 26 QO
®View Config LAN Prodnet (prodnet) S —
4 PENDING 3 CRITICAL
SAPF1 (=ap-11) 4 LIP S0k ﬂ

Done Faiirn. Fapwt. gr.com. (5



I magios - Mozilla Firefox

=10l ]

File Edit Mew Go  Bookmarks Tools  Help @
F -
<;:| = |_| = l%] éjﬂ I ﬂ hitkps: ! Faiim, Fgpwt . g, comynagios/ .jj @ G0 IlGL
ﬂ Al (B Heise Security (% Heise ﬁ LEQ | | Standard | ) GM Sikes | IT Linuxwochen 2005 [, i+ Luftbad @,
F

Network Map For All Hosts Layout Method: Scaling factor:
Last Updated: Tue Mar 22 17:29:17 CET 2005 Uger—guppned coords j ||:||:|
Updated every B0 seconds
MagiosiE - ey Nagios.arg Drawing Layers: Layer mode:
Logued in 55 wrGibm LAM Campus Routers | ' include

“iewy Status Detail For A Hosts

“iewy Status Owerviews For A1 Hosts

® Tactical Overview
% Service Detail

% Host Detail

.5

* Service Problems
®* Host Problems
% Network Outages

* Commenis
* Downtime

* Process Info
® Performance Info
% Scheduling Queue

® Trends

® Availability

% Alert History

% Alert Summary
% Notifications

% Event Log

® View Config

DSLI.I Adl.1

U

AEW-RA0E .1
U

MzoSW-Ads .1 MZOSW-A0S.1  M2oSh-Ao? .1

& &

FI2OSI.I.| HOE Z FIECISI.I.I HO? Z

M205N-A03.2

FI2OSI.I.| A3 .3

HECISI.I.I AGd .1y M20SW-A06 .1 4 M20Sh-AoG .1

FI2OSI.I.| I’-‘|04 2% M20Sk- HOE 23, FIECISI.I.I ADS .2 M20Sh-A10 .2

LAMN FGP Office Access Switches % Exclude
LAMN FGF Office Access-Foints
LM FGF Office Core Switches =

SUpress popups:
r Lpdate |

M20sW-A0S .1 M20SW-A11.1

& /&

MEOSN-ACS .2 M205W-A11.2

%M ”p

I’IECISI.I.I Alo.1 P‘IEOSLI.I Alz.1

ﬁ/ FIECISI.I.I H13 1

P‘IEOSLI.I FI12 Z

Done

[

Faiirn. Fapwet.gr.com (<) >



IT Infrastructure Environment Availability Scorecard 2 / 2005
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v" Traffic light monitoring

v Automatic information flow triggered by outages
v Visual management

v' Captures trends (and utilizations)

v Fully web-based

v Open Source
-> Inexpensive

- Full control of form and behaviour -%
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“No traditional developer can match the pool of
talent the Linux community can bring to bear on a
problem. Very few could afford even to hire the e.qg.
800 people who have contributed to Open Source
projects.”

“Hewlett-Packard Is hosting a number of Open
Source software projects that run on various
Hewlett-Packard systems.”
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